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Deformations of C@ CQO,*, and CQ?" in intense laser fields>(10'* W/cn¥) are investigated by using
potential energy surfaces of field-following adiabatic states at various instantaneous field strengths. The adiabatic
states are obtained by ab initio molecular orbital calculations. To predict tunnel ionization of multi-electron
molecules, we propose a new approach based on the idea that electron transfer induced by an intense laser
field charges each atom in a molecule and that ionization proceeds via the most negatively (or least positively)
charged atomic site. We conclude that bond stretching iBC&ccompanied by large amplitude bending
motion is responsible for the experimentally determined geometrical structure of Coulomb explosion species
CO,**, namely, that the €0 bond length is stretched to about 1.6 A and the mean amplitude of bending is

relatively large ¢40°).

1. Introduction

The development of high-power, ultrashort pulse laser

observed for various molecufe$ such as C@011 Even for
ultrashort femtosecond pulses 100 fs), hard fragmentation
(small fragments are produced) is observed at higher intensity

technology has opened up a research field of new phenomena(>1015 Wicr?).12

in intense fields such as multiphoton ionization (MP8hove-
threshold ionization (ATI¥;®and tunnel ionizatioA*5As a light
source for intensity > 10 W/cm? and wavelengtid > 700

nm, the Ti: sapphire regenerative amplifier system is mainly
used. In such a high-intensity and low-frequency regime, the
laser electric field significantly distorts the Coulombic potential
that the electrons feel; the distorted potential forms a “quasi-
static” barrier (or barriers) through which an electron or electrons
can tunnef45This type of ionization is called tunnel ionization.
The tunnel ionization regime can be distinguished by using the
Keldysh parametey = w,/21 /f(t)," wherelp is the ionization
potential of the systemy is the laser frequency, arift) is the
pulse envelope at time The Keldysh parameter is the ratio of
the time required for electron-tunneling through the quasistatic
barrier to the optical period &/ As the electric field is stronger
and its period is longer, an electron penetrates or goes beyon

the barrier(s) more easily before the phase of the field changes.

The quasi-static tunneling condition is given by the inequality
y < 1, while the ordinary MPI regime is defined as> 1.

In the tunneling regime, a novel correlation between dis-
sociation and tunnel ionization, known as enhanced ionization,

has been discovered; the kinetic energies of fragments of a
molecule are large (much greater than a few electronvolts) and

consistent with Coulomb explosions of multiply charged cations
at aspecific internuclear distance.Rn the range of~2R,,%
whereR. is the equilibrium internuclear distance. Numerical
simulations indicate that tunnel ionization rates aroRpeixceed
those neaR. and those of dissociative fragments; i.e., ionization

to higher-charge states is dramatically enhanced when the nucle

pass through the critical range. Enhanced ionization has bee
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To understand the combined process of photodissociation and
photoionization, one must solve the time-dependent Sidhger
equation for molecules in intense fields. Recent accurate
numerical simulations of ionization for one-electron systems
such as K™ and H?* have shown that the peak ionization rate
at the critical internuclear distané® exceeds the rate neRe
and that of the neutral fragment H by 1 or 2 orders of
magnitudet®~15 Maxima in the ionization rate with respect to
the internuclear distand@have also been found for two-electron
model systems such as;ldnd HZ2" in one-dimensional (1D)
space (in the calculations, the two electrons are allowed to move
only along the molecular axid}.A recent 3D calculation of K
also predicts the existence of enhanced ionization for two-
electron molecule¥. These numerical calculations show that
jonization proceeds via unstable ionic statedH and H'H~

reated by laser-induced electron transfer between the nuclei.

Laser-induced intramolecular electronic motion, which trig-
gers tunnel ionization, can be analyzed by means of time-
dependent “field-following” adiabatic statd$n(j defined as
eigenfunctions of the “instantaneous” electronic Hamiltonian
Ho(t) including the interaction with light® To obtain{|n{}, we
diagonalizeHo(t) by using bound eigenstates of the Bern
Oppenheimer electronic Hamiltoni&h, at zero field as a basis
set. Tunnel ionization occurs from such an adiabtic state (or
from adiabatic states) to Volkov staté8(quantum states of a
free electron in a laser field). Intramolecular electronic motion
also affects nuclear motion; e.g., after one-electron ionization
from H,, the bond distance of the resultant'Hstretches on
the lowest adiabatic potential surfa®&! Once the bond

Nstretches to a certain distance, field-induced nonadiabatic

transitions to the second lowest adiabatic state of an electroni-
cally different character take place, following which tunnel
ionization proceed® In the high-intensity and low-frequency
regime, field-following adiabatic potential surfaces can cross
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each other. Field-induced nonadiabatic transitions through The adiabatic state picture of two typical phenomena in
avoided crossing points in time and internuclear coordinate intense laser fields, electron localization iatH® and electron
space, as well as nuclear-motion induced ones, govern thetransfer in HB,1728allows us to use a simple electrostatic model
electronic and nuclear dynamics in intense figfti&.23 where each atom of a molecule is characterized by its excess

Laser-induced ultrafast deformation of molecular structure charge due to field-induced electrafi$® Such an electrostatic
was experimentally investigated for various molecules such asconsideration leads to the idea that ionization proceeds via the
H,08 and NQ.° These bent molecules experience forces that most unstable atomic site, i.e., the most negatively (or least
increase the probability of taking a linear structure, though the positively) charged atomic site. In what follows, on the basis
mechanism has not been clearly revealed yet. CornHggia of accurate numerical simulation of the electronic dynamics of
studied the laser-induced nuclear motion of &&@tions on the H," and H, we elucidate the above idea which is applicable to
basis of distribution patterns in the covariance map of the multi-electron molecules such as €O

fragment ions carrying information on the geometrical structure  \We have been developing an efficient grid method, the dual
of parent ions and suggested the existence of large amplitudetransformation metho#;2%3to propagate the electronic wave
bending motion in an intense laser field. Recently, Hishikawa packet accurately. In this method, we transform both the wave
et al'! determined the mean amplitude of bending to be-25  function and the Hamiltonian consistently to overcome the
40° for CO, cations by analyzing mass-resolved momentum numerical difficulties arising from the divergence of the
imaging maps for a short intense pulse (1.1 PW €00 fs, Coulomb potentials. The transformed wave function is required
795 nm). to be analytic so that the finite difference method works well.
It is virtually impossible to accurately solve the time- We have applied the method to small molecular systems such
dependent Schdinger equation of multi-electron molecules as H* 1830 and H.17 The time-dependent electronic wave
such as C@ In this paper, we propose a new approach that is function calculated is then mapped onto field-following adiabatic
useful in predicting the electronic and nuclear dynamics of large states. The vibrational degree of freedom is also incorporated
molecules in intense laser fields. The approach requires ain the calculation of K" without resorting to the Bora
knowledge of only a limited number of field-following adiabatic  Oppenheimer approximatidf.Laser-induced nuclear motion,
states, that is, potential surfaces at instantaneous field strengthais well as dynamics of bound electrons and the subsequent
and corresponding charge distributions on individual atomic sites jonization process, can be understood by analyzing the time-
in a molecule. While the adiabatic potential surfaces predict dependent populations of adiabatic states.
whether the molecule is deformed, the charge distributions can  The glectronic dynamics of # prior to tunnel ionization is

be used to estimate the possibility of tunnel ionization. In this getermined by the radiative coupling between the highest
paper, we calculate field-following adiabatic potential surfaces occypied molecular orbital (HOMO) and the lowest unoccupied
and charge distributions of G@nd its cations by using ab initio  yglecular orbital (LUMO), 18, and 2, respectively:3.14.18
molecular orbital (MO) methods. Using the potential surfaces The transition dipole moment between them, parallel to the
and charge distributions obtained, we reveal the deformation nolecular axis, increases B&. This large transition moment
stage of CQin intense laser fields. _ is characteristic of a charge resonance transition between a

The paper is organized as follows. In the next section, on phonding and a corresponding antibonding molecular orbital,
the basis of the results of accurate numerical simulation of the which was Origina”y pointed out by Mullikeft The strong
electronic dynamics of B and "_bvlg'” we propose the  radiative coupling of the charge resonance transition changes
electrostatic model that each atom in a molecule is charged bythe potential surfaces of dgand 2, to “field-following” time-
laser-induced electron transfer and the rule that ionization gependent adiabatic surfaces, i&:(R) ~ —I(H) T e(tyR/2,18
proceeds via the most negatively (or least positively) charged wheree(t) is the laser electric field at timeand I,(H) is the
atomic site. In section 3, we outline the ab initio MO calculations ipnjzation potential of H. The eigenvaluds.(R) and corre-
of Cozzl,_COzJ“, and CQ?*. The GAMESS suite of program  sponding eigenstates-Cand |—of the instantaneous Hamil-
codes |s.used.. In section 4, we examine the defgrmatlon of tonianHy(t) are obtained by using two bound eigenstates, 1s
CO; and its cations on the basis of the electrostatic model.  ang 2, of the Born-Oppenheimer electronic Hamiltonidy
of H2+.32

The instantaneous electrostatic potential for the electron in
H,™ has two wells around the nuclei. The dipole interaction

To accurately simulate phenomena associated with tunnel€nergy for an electron is()R/2 at the right nucleus and
ionization of molecules, one has to solve the time-dependent —€()R/2 at the left nucleus. As(t) increases from zero, the
Schralinger equation for the electronic degrees of freedom of Potential well formed around the right nucleus ascends and the
the System_ We are, however, not in a position to accurate|y well formed around the left nucleus descel‘ﬁﬁherefore, the

solve the time-dependent SéHinger equation for multi-electron ~ ascending and descending wells yield the adiabatic enefgies
molecules such as GO A semiquantitative approach to andE-, respectively. There exist barriers between the two wells
understand tunnel ionization of molecules has been proposedand outside the descending well. White is usually below
For large polyatomic molecules such as benzene, DeWitt andthe barrier heights£; can be higher than the barrier heights in
Levi®® have proposed to take into account the size of the rangeRc = 7—8 au!®In this critical range oR, the upper
electrostatic potential surfaces, i.e., extensive electron delocal-adiabatic stat¢+Lis easier to ionize than is-L] The range of
ization. The maximum length of the electronic dimension Rc values is consistent with the numerical simulations of
increases from benzene to anthracene, which results in decreagonization?314

ing barrier to tunnel ionization. On going from benzene to  After one-electron ionization from 4 the bond distance of
anthracene, transition from an MPI-dominated regime to a tunnel the resultant k" stretches on the Elaser-induced dissociative
ionization-dominated regime is observed. In this paper, we potential (bond softening due to the laser fiétd} and then
provide a new approach that is useful in predictingeteetronic ionization proceeds via the-Cstate, which is nonadiabatically
andnucleardynamics of molecules in intense laser fields. created aroun®. from |—Cwhen the fielde(t) changes its sign,

2. Time-Dependent Adiabatic States and Electron
Transfer between Nuclei
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i.e., when the two adiabatic potential surfaces come closest towhere I,(H™) is the ionization potential of H —1/R is the
each other. This mechanism of enhanced ionization has beerenergy of the Coulomb attraction between knd Hf, and
directly proved by monitoring the populations of field-following  —|e(t)|Ris the dipole interaction energy of the two electrons in
adiabatic states such @$Oand |—LC!8 As the field strength the descending well. The field strengthin atomic units is
approaches a local maximum, a clear reduction in the populationrelated to the intensityasl = 3.5 x 10162 W/cn?. A necessary
of |+[s observed, whereas the populatiorj-eflchanges very condition for the formation of a localized ionic state is then
little. A nonadiabatic transition betweéi Cand|—[Ctorresponds given byE(H™H™) < E(H-H). We thus have the critical intensity
to the spatial localization of the electron near a nucleus. e, as’26
Enhanced ionization in #t is due to electron localization, i.e.,
the suppression of electron transfer between the nuclei (called e, =[I.(H) —I(H)— 1RJ/R (3)
charge resonance enhanced ionizafiéd. ¢ P P
The above analysis based on the change in the population
of two adiabatic statest-Cand|—[ds validated by the following
consideration. We have tested cases in whilglt) is diago-
nalized by using the four eigenstatesttd, 2374, 3poy, 3dog,
and 4y, in addition to 184 and 2,23 The total population of
the resultant six adiabatic states is nearly equal to the sum o
the populations of+0Oand |—[ This means that among the
bound states ol only two states ksy and 2w, (or |[—Cand

|+0 are mainly populated before ionization. We suggest that . s s .
in the intense and low frequency regime only a limited number . .I'.[ should be empha.3|zed.that the covalent character dom!nated
initial state HH is adiabatically connected with the lowering

of basis functions or adiabatic states are required to descrlbeioniC state F'H* (or H*H-) when these two states cross each
the bound state dynamics prior to ionization.

6 34 . i ) :
Numerical simulations have shown that enhanced ionization othef (we ignore Rydberg-like diffuse states which may be

occurs also for two-electron molecules such as 1D and 3D H createq only at extremely low frequencies). At; "El“.he time
. S ) . evolution from the ground state follows the adiabatic sequence
The existence of similaR,/s as in one-electron molecules

indicates that enhanced ionization is a universal phenomenon.tgE;lvrv{fcti2rfggn(];i?l \;ile%n;-t;?:r?gtirr;g%rgbmegigrita;ﬁeﬂ%ft?ﬁeI\(/)vll\(/:(-a
For the case of two-electron molecules, however, different e P

mechanisms can be expected because the two electrons argaCketW(t) (the projection Of'/f(t) onto the b_ound eigenstates
; . . . of He)) stays on the lowest adiabatic potential surface|s&|

forced to move in a correlative way by a laser field. In a previous oes beyond. (A > 700 nm), the population of Hdramaticall

paper?® we analyzed the ionization process of 1B K an g Yonéc » (N€ pop y

intense, low-frequency laser field (intensity> 101 W/cn? increases. On the other hand, at laRj¢he main character is

and,. = 1064 nm) by numerically solving the time-dependent _always C(_)vale_nt; i.e., near the crossing, the |n|t_|al covalent state
_ . is nonadiabatically transferred to the diabatically connected
Schralinger equation.

According to the 1D model calculation, the laser field forces covalent state a}fter the crossing, namely, the s.e(.:ond lowest state
after the crossing. The diabatic character originates from the
the two electrons to stay near a nucleus for a half cycle, and

resultant unstable localized ionic structures such adHand f"’.‘Ct that it takes a long time for an electron to transfer to the
o . R distant nucleus.

H*H~ are the main doorway states to tunnel ionization. An For Hy, tunnel ionization is governed by the population of

excited ionic state can cross the covalent ground-stalte il . - 9 "\ y (e pop

. . . . ' the localized ionic componentsTH™ and H"H™ and by the

field-following adiabatic energy. AR decreases, the population

of the HH* created increases. on the other hand, with Olecreasesdlstance between the positive and negative charges. The present

in R, the ionization rate from a pure ™ structure decreases consideration supports the i‘?'e?‘ that each atom ina m.0|e.CUIe is
owing to the stronger attraction by the distant nucleus. As a charged by.electron transfer in mtense. Ias.er fields andllonlz.atlc_)n
result, the rate has a peak at the critical distaRgex 6 au. proceeds via the most_un_sta}ble_ atomic _S|te. If a Iocal|zed_|on|c
The r(,JIe of ionic states as doorway states to ionization is also component is creatgd, Its lonization rate increases as Fhe distance
confirmed in numerical simulations of 3D,He.g., Saenz has between the opposite charges increases. When the internuclear

calculated adiabatic state energies and their ionization rates inﬂ:‘zt%rrﬁgj;s Semngg'nflﬁ) (\::,reosrl gg:?;g{izv!t;; cur adiabatically in
static fields®* In a wave packet simulation of 3D H the P :
form_ation of the localized ionic_state_ _in an_alternatin_g field is 3. MO Calculation of Electronic States at Instantaneous
confirmed and the structure is identified with the ldnion at Field Strengths
the nucleus around which the dipole interaction energy becomes
lower (which we call the descending well inpH To apply the simple electrostatic idea in section 2 to the CO
At relatively largeR (>Ry), the field strength necessary for ~case, one needs to know adiabatic potential surfaces and charge
creating a localized ionic state H, ¢, is estimated as follows.  distributions which determine, respectively, the nuclear dynam-
The energy of the initial covalent-character-dominated state ics and ionization dynamics in the intense laser field. For H
H-H is roughly estimated as (atomic units are used for the and H, various representations such as the grid representation
equations) in scaled cylindrical coordinat€s?®3% and the polynomial
expansion in spheroidal or elliptic coordina¥e® are used to
E(H-H) ~ -2 p(H) (1) calculate adiabatic potential surfaces and charge distributions.
For the two-electron moleculejHelectron correlation can be
The energy of the localized ionic state in the descending well fully taken into account. Another approach, which is more
at the fielde(t), E(HH™), is practical for multl-elec_tron molec_ules, are al_o initio M_O methods.
We have found that field-following adiabatic potential surfaces
and charge distributions of Hcalculated by ab initio MO
methods are in good agreement with the corresponding exact

SFor 3D H at R = 4 au, one obtaing; ~ 0.06 au [,(H™) =
0.028 au= 0.75 eV]. As the field strength goes beyongdthe
H~H* population dramatically increases, as shown in the 3D
wave packet simulatioH. The validity of the crossing condition

f(3) is also confirmed by identifying crossing points between
field-following adiabatic potential surfacé%except a region
nearR. where the large gap of the avoided crossing makes it
difficult to identify the crossing point.

E(H H") ~ —I,(H) = I(H) - 1/R— [e®R (2
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ones. In this paper, we employ two ab initio MO methods, the
multiconfiguration self-consistent-field (MCSCF) method and
the full valence configuration interaction (Cl) method, to
calculate field-following adiabatic states of génd its cations.
Compatring the two results is necessary to estimate how properly
electron correlation in a field is treated.

Coulomb explosion in C@starts with the fragmentation of
the triply charged ion C&™ as O" + C™ + O*. The determined
structural parameter of the Coulomb explosion species®CO
is as follows!! The C—0O bond length is about 1.6 A and the
mean amplitude of bending motion is abouf 402.5 for the
ground vibrational level of the ¥ state of neutral Cg). We
assume that Coulomb explosion of €0begins soon after the
ionization of CQ?" and the initial structure of the G& in
the Coulomb explosion channel is similar to the structure of
the CQ?" just before ionization. In this paper, we examine the
neutral, cation, and dication stages of 8€ading to the creation
of CO*". The deformations of C§ CO,", and CGQ?*" are
investigated by using adiabatic potential surfaces of the three —— ——
species at various instantaneous field strengths. Only symmetric 1 12 14 16 18 2 22 24
stretching is considered; at zero field, the molecule maintains 10
C,, symmetry while bending. C-O Bond Length /107" m

All ab initio molecular orbital (MO) calculations have been Figure 1. Charges on the three atoms in foevest adiabatic statef
performed using the GAMESS suite of program cotfeBhe linear CQ as functions of the €0 bond distanc® (under symmetric
full-optimized reaction space MCSCF metRbdwith the stretching). The charge distribution is obtained by the Mulliken

. . . population analysis of the ab initio MO calculation. The polarization
6-311+G(d) basis séf is employed to describe the ground state direction of the laser field(t) is assumed to be parallel to the molecular

124 of linear CQ at zero figld andA; of bent CQ Ur_‘derCZU- axis. The results for two field strengths are presente) = 0 au

The MCSCEF active space includes all valence orbitals (12) and (solid line) and 0.1 au (broken and dotted). The charge distributions
valence electrons (16) of GOWhen an instantaneous field is  denoted by the broken and dotted lines are obtained by the Cl method
applied along the molecular axis, the adiabatic electronic energyand the MCSCF method, respectively. The lines with open circles
is calculated by the simple Cl method using the MCSCF orbitals denote the charge of the O atom in the descending well, the lines with

. . : closed circles denote the charge of the O atom in the ascending well,
obtained at zero field. For nonzero field cases, we furthermore and the lines without marks denote the charge of C. While the charge

optimize the MOs and the expansion coefficients of the o, ¢ changes very little with(t), electron transfer between the two O
configuration state functions by the MCSCF method. Although atoms is induced by the field.

the latter method is more accurate than the former, it is time-

consuming, especially, in the presence of an intense field, to €stimate the intensity required for the creation of the charge-
optimize the MOs and expansion coefficients of the configu- transfer ionic state by using the crossing conditir= 0:

ration state functions in the MCSCF method.

Charge /e

The lowest two statedB, and?A, in bent CQ™, correlating .= [1,(07") = 10"V — (Z+ 1 - P)/I2RI2R (5)
to the ground statél1g at a linear geometry, are described by ) ) _
using the state-averaged MCSCF method. Fos?C@he lowest Intramolecular charge transfer is considered a necessary condi-

three states, the ground triplet stée (3%, at a linear geometry) tion for tunpel ionization. We assume that an appreciable amount
and the lowest two singlet staté&; and 'B; (!Ag), must be of charge is transferred between the O atoms when the field
considered. The lowest two singlet states of,&Qre described ~ Strength exceeds the value given by eq 5. The degree of charge
by the state-averaged MCSCF method. The MOs are optimizedtransfer is also estimated by the Mulliken population analysis
separately for each spin multiplicity. The MCSCF active spaces ©Of adiabatic states. With the help of eq 5 and the electrostatic
of CO,* and CQ?* include all valence orbitals and valence Cconsideration developed in section 2, we examine tunnel
electrons. The adiabatic energy at an instantaneous field strengttionization of CQ, CO;*, and CQ*" before Coulomb explo-

is calculated by the above Cl method or the MCSCF. sions. .
(i) Neutral CO2. The charges on the three atoms in lihneest

adiabatic stateof linear CQ are plotted in Figure 1 against the
C—0O distanceR. The total charge is assigned to each atom by
0 the Mulliken population analysis of the ab initio MO calculation.
The charge distribution changes as a function of the field
strength andR. The polarization direction of the laser field is
ssumed to be parallel to the molecular axislifection). It
as been known that molecules are aligned by a linearly
polarized laser electric fieléf3° The results for two field
_ - P-1)+ strengths are showrg(t) = 0 au (solid line) and 0.1 au (broken
E = Ip(o )~ Ip(o )= (Z+1-P)2R-2Re (4) and dotted). The charge distributions denoted by the broken and
dotted lines are obtained by the CI method and the MCSCF
whereR is the C-O nuclear distance ant) represents the  method, respectively. The lines with open circles denote the
ionization potential of the species (the reference energy is thatcharge of the O atom in the descending well, the lines with
of the initial state B*C*T0O%"). The O atom with chargf — closed circles denote the charge of the O atom in the ascending
1 is assumed to be in the descending well. As in eq 3, we well, and the lines without marks denote the charge of C.

4, Results and Discussion

We now apply the electrostatic model in section 2 to the C
case. Consider a linear molecul&'@?TO%" in a field . As
suggested by the following numerical calculations, we assume
that the charge on C does not change. The electrostatic energ
of the expected ionic state@V+CTOEZ 1+ js then given by
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(a) 1a, orbital

(b) 2b, orbital

-

Figure 2. Shape of the nonbonding ZBIOMO and the antibonding
2b; LUMO at the linear structure dR = 1.2 A. The sign of the solid
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molecular axis component of the polarizability. The lowest state
energy calculated by the MCSCF method is always lower than
the CI energy. The polarizability,y can be obtained by fitting
the calculated valuAE to —ay,e?(t)/2. The valueny calculated

by the MCSCF agrees with the experimentally observed value
4.1 x 10//cm? (28 au), while the CI value is about half of
the experimental value. This is a piece of evidence that the
MCSCF is more accurate than the CI. The inaccuracy of the
CI method results in insufficient charge transfer, as shown in
Figure 1.

As R or «(t) increases, the difference in charge between the
O atoms increases. Fe(t) = 0.13 au, a pure ionic structure
O~CO* is formed atR. ~ 1.2 A if the process is adiabatic
(the MCSCEF calculation indicates thgt) ~ 0.13 au is required
for complete one-electron transfer between the two O atoms at
R ~ 1.2 A). The field strength necessary for the creation of
O~ COTO* from OPTCO*OO is estimated by eq 5 as

€. =[(13.61— 1.47)/27.21— 1/2R]/2R (6)
wherelp(O) = 13.61 eV andy(O~) = 1.47 eV are used. Near
Re= 1.2A, e. = 0.05 au. Ate; = 0.05 au, the charge of the O
atom in the descending well is0.5 for the MCSCF. This
indicates that the ionic structure"G%*O* becomes dominant
as going beyond,, as suggested by the dotted lines in Figure
1

As mentioned in section 2, it is not just the population of the
localized ionic state that determines the ionization probability.
The attractive force due to the positively charged atom exerted
on the localized ionic component determines how much portion
is ionized out of the created ionic component. To estimate the

contour lines is opposite to that of the dotted lines. A linear combination €ffect of the positiyely charged atom on tunnel ionizat_ion, we
of the two MOs forms an asymmetric charge distribution between the refer to the H at internuclear distancRq—y ~ 2 A. Since
two O atoms, which characterizes the electron transfer and structureRy_w~ 2 A is as long as the distance between the positive and

deformation of CQin an intense field.

Near the equilibrium internuclear distanBg ~ 1.2 A, the
charges of O and C at zero field are0.22 and+0.45,

negative charges in @O (~2.3 A), the positively charged

atom in the H at Ry_y~ 2 A exerts nearly the same attractive
force on the localized ionic component as in the neutrap CO
case. Although the ionization potential of the localized ionic

respectively, as shown in Figure 1. The main charge distribution component H is smaller than that of Q the difference is

at zero field is expressed a8 @ 0°". When a field is applied,

negligible: both H and O are extremely unstable in the intense

an appreciable amount of negative charge is transferred fromfield case. One can therefore assume that the positively charged
the O in the ascendlng to the O in the descendlng We", on the atom in the H at Ry—_p ~ 2 A has the same effect on tunnel
other hand, the net charge on C changes very little. Figure 1jonization as in the neutral GQase.

shows that the charges of the two O atoms(gt= 0.1 au are
—0.46 and+0.05 for the Cl method anet0.83 and+0.46 for
the MCSCF.

Charge transfers from O to O mainly througlorbitals. The

The ionization potential of H atom is nearly equal to that of
O: CO; and the H at Ry_y &~ 2 A have nearly the same
value. The efficiency of electron transfer in the & Ry—y ~
2 A is as high as in the neutral G@ase; for instance, a{t)

key factor is the large transition moment between the nonbond-~ 0.09 au, the population of the created ionic component of

ing 1 HOMO and the antibonding 2bLUMO which is
proportional toR. The HOMO and LUMO optimized at a linear
geometry are shown in Figure 2. Thej2trbital lowers in

the Hp at Ry—p ~ 2 A is larger than 0.64 (the electron transfer
takes place through the lowest adaiabatic state pfadd that
of CO, is ~0.77 (0.83 ak(t) ~ 0.1 au, as shown in Figure 1).

energy for bending from a linear structure. However, the lowest Besides, the ionization potential of G3.8 eV, is also close
adiabatic state in a field is not a pure excited state correspondingto the value of H at Ry_y ~ 2 A, i.e., 12.8 eV. We hence

to the transition La— 2b but is rather characterized by a
coherent superposition of 4and 2h. The linear combination

regard the HatRy—p ~ 2 A as a reference molecule to estimate
the intensity required for ionization of GOthough the total

of the two MOs produces an asymmetric charge distribution number of electrons of CQOis largely different from that of
between the two O atoms, which mainly determines the electronH,. A wave packet simulation for the Hells us that the field

transfer and structure deformation of €@ an intense field.

intensity required for ionization is around 0.08 a&ue( = 0.06

The differences in the optimized MO shapes between the neutralau for the H at Ry—p &~ 2 A).17 We thus expect for Cothat
case and the cation cases are indiscernibly small, althoughtunnel ionization via the ionic structure occurs somewhere not

atomic orbitals in an MO shrink only a little as the molecular
charge increases.

In a weak field regime, the dipole moment is proportional to
oye(t), and the energy shifiE of the ground state by an applied
field (t) follows the form —aye?(t)/2, where ayy is the

far above itse; = 0.05 au (say;0.08 au).

We examine how the potential surface of the lowest adiabatic
state of linear C@depends on the field strength. Four cases
are drawn in Figure 3(t) = 0 au (solid line), ClI calculation at
€(t) = 0.1 au (broken), MCSCF calculation &ft) = 0.1 au
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Figure 3. Potential surfaces of the lowest adiabatic state of linear CO C-O [angstrom]
at three field strengths (under symmetric stretchirg)} = 0 au (solid Fi . : .
; . h igure 4. 2D Potential surfaces of the lowest adiabatic state of CO
line), Cl calculation ak(t) = 0.1 au (proken), MCSCEF calculation at asga function of the €0 distancer and the O-C—O bending angle
€(t) = 0.1 au (dotted), and CI calculationeft) = 0.2 au (daskdotted). 0: ()e(t) = 0 and (b) 0.1 auC,, symmetry is assumed. The adiabatic

The Iﬁ)cl;tential SUf]fﬁce %@"?U'i“eg by trle leis hig:‘lher Et;lan }hel '\f.CSCF energies are calculated by the Cl method. The heights of contour lines
result because ot insufficient charge transter in the &1 calculation. - 516 jndicated in units of eV. The linear structure~at.2 A is stable.

; _ The orientation of the ©0 axis is assumed to be parallel to the
Eggttﬁgl)(’j a;ltc: ecr:llggr? Iﬁzggggeagt)f;)r?]'zoaﬂédgsﬁ d:ét:(():i ).tk?; polarization directiory of the electric field as shown in the inset.

dissociation energy 1S reduced from 15 to 10 eV'in the Cl case ab initio MO calculations, we have found that the transferred
and to 8 eVin the MCSCF case. The overall shape of the chargeCo—o, Which is a linear increasing function & and
potennal s.urface is, however, nearly the same as that. at Zer°|e(t)|, is nearly independent di. At a fixed R, the absolute
field. The linear structure dfkelz 1.2 A' is stable as in the flelld- magnitude of the field-induced energy Shif€o-oRle(t)]
free case and_ a fle_ld_lntensny that is larger the.15 au is sin(/2), is smaller for bending. This is attributed to the feature
required for dissociation. . . that the transition moment between the, HHOMO and 2k
BOt_h MCSCF .and.C.:I methods quglltatlvely agr.eelwnh eqch LUMO decreases for bending. In other wordsRaso decreases
other_, the polarizability calculated is a quadratic increasing for bending, the induced dipole of the lowest adiabatic state
f“”C“OF‘ ofR and the charge trans_ferre(_j betwe_en the two o which shifts the energy down becomes smaller.
atoms is more or less given t_)y a !mear increasing function pf We can now separate the 2D potential surf&¢R,6:e(t)
R. The most notable quantitative difference is that the potential into three parts:
surface calculated by the ClI is higher than the more accurate
MCSCEF result because of insufficient charge transfer in the ClI ) _ Y
calculation. AsR increases, the difference between the ClI and ER0:e(0) = BR8:e()=0) = Co-oRIe®)] + ]
MCSCEF results increases. As a result, the dissociation energy Co-oRle®I[1 — sin(/2)] (7)
at a nonzero field is overestimated in the CI calculation.
The potential surfaces of the lowest adiabatic statétat= where the second term-Co-oR|e(t)| represents the field-
0 and 0.1 au calculated by the Cl method are drawn in Figure induced energy shift at the linear structure and the last term
4 as a function oR and the bond anglé (underC,, symmetry). represents the angle dependence of the field-induced energy shift
Although the 2D potential at a nonzero field is shifted down at (which in general hinders the bending motion for a fixed
any structure in comparison with that at zero field, the overall Equation 7 explains the angle dependence of the 2D potential
shapeof the 2D potential surface aft) = 0.1 au is nearly the calculated by the Cl or MCSCF method. FlR= 1.2 A, 6 =
same as that at zero field. The contour map shows that a stablel8C, ande(t) = 0.1 au, we use the vali&, .o ~ 0.25 estimated
linear structure exists even at field strengtfy ~ 0.1 au. from the Mulliken population analysis for the CI case; the
AroundRe = 1.2 A, the curvature of the more reliable MCSCF  expression proposed for the field-induced energy gBift,oR)e-
potential with respect t@ is nearly equal to that of the ClI ()|, provides a value close to the calculated shift 1.5 eV in
potential. One cannot expect large amplitude bending motion Figure 3 (the difference between the zero field case and the ClI
ate(t) = 0.1 au. In the neutral stage, ionization to £Mence case fore(t) = 0.1 au). The angle dependence of the field-
occurs before the field intensity becomes large enough to deforminduced energy shift is then very small@s—-oR|e(t)|[1 — sin-

the neutral CQ (012)]~ 0.2 eV atd = 120°. AroundRe = 1.2 A, the curvature
Ab initio MO calculations show that the curvature of the of the potential with) is nearly independent of the field strength.
potential with@ is larger at nonzero fields than at zero field. The more reliable MCSCF potential is much lower than the

The angle dependence of the potential can be understood a<l potential in Figure 4. The change in the potential alérig
follows. Using the charge transferred between the two O atoms, generally steeper in the MCSCF case than in the ClI case. Around
Co-—0, We express the induced dipotge(t)| as Co-oRo-o, Re = 1.2 A, however, both potentials have nearly the same
whereRo_o = 2R sin(0/2) is the distance between the two O curvature withd. ForR= 1.2 A ande(t) = 0.1 au, the value of
atoms. See the inset in Figure 4. The field-induced energy shift Co—o obtained by the MCSCF is0.6. The difference in the
—ae(t)/2 can thus be given by-Co-oRJe(t)| sin(@/2). From angle dependenc€o-oRle(t)[[1 — sin(@/2)] between the
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Figure 5. Charges on the three atoms in the lowest adiabatic state of
linear CQ" as functions of the €0 distanceR (under symmetric
stretching). The notations are the same as used in Figure 1.

MCSCF and ClI potentials is then small as 0.3 eV at 120.

The difference in the curvature between them is thus small. Near
Re, therefore, the electric field hardly induces large amplitude
bending motion because it does not flatten the potential along
0.

(i) CO2". The charges on the three atoms in the lowest
adiabatic state’[Iq state) of linear C@are plotted in Figure 5.
For the ground electronic state of gOat zero field, the
equilibrium structure is linear an. ~ 1.2 A. AroundR,, as
shown in Figure 5, the charges of O and C-&@®23 andt0.55,
respectively. The main charge distribution at zero field is
expressed as©CTOO". As R or «(t) increases, the difference
in charge between the O atoms increases. The minimum field
strength required for the creation of O*O™" is ¢ = 0.05 au
atR~ 1.2 A. Fore(t) = 0.1 au ¢ ¢, the difference in charge
between the two O atoms Bt~ 1.2 A is 0.6 for Cl and 1.1 for
MCSCF; thus, an ionic component O*tO* is created from
0%CTOP*. The net charge on C changes very little as in the
neutral case.

In addition to the positive charge of'Qthe charge of the
Ct strongly pulls back the electron escaping from the i®
the descending well. To quantify the role of @ the ionization

Potential surface of COZ‘”/eV
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at three field strengths (under symmetric stretching). The notations are
the same as in Figure 3. The dissociation energy is smaller than the
corresponding one in the neutral €€ase, but still as large as5.5
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process and the intensity required for ionization of the created Figure 7. 2D Potential surfaces of the lowest adiabatic state of'CO
calculated by the CI method: (aft) = 0 and (b)e(t) = 0.1 au.Cy,
symmetry is assumed. The heights of contour lines are indicated in
units of eV. The linear structure at1.2 A is stable.

ionic component OC*tO™, we employ a 1D model of linear
Hs™ where the two electrons are allowed to move only along
the molecular axi4? We fix Ry—y at 1.2 A so that the positively
charged atoms in the #1 molecule have the same effect on
tunnel ionization as in the CO case. Using the ionization
potentials of the 1D model atomg(1D H) = 18 eV and (1D

H~) = 1.6 eV, we obtaire. = 0.075 au for the crossing from
HOfHTHOT to H-H*H*. By numerically solving the time-
dependent Schdinger equation of the 1D #

(A = 700-1000 nm), we find that for this system tunnel
ionization sets in when the field strength approaches 0.1 au.
This value is a little larger thas. = 0.075 au for 1D H*.
Sinceec = 0.05 au of C@" atR~ 1.2 A is smaller than 0.075
au for the 1D H* and the internuclear distané~ 1.2 A of
CQO;" is equal toRy—p, we conclude that the threshold field
strength for ionization of C& atR ~ 1.2 A is less than or
somewhere around 0.1 au. This conclusion is in accord with
the fact that the ionization potential of GO(~23 eV) is smaller
than that of the 1D &i" (~28 eV).

The potential surface of the lowest adiabatic state of linear
CO," is presented in Figure 6 for three field strengths (under
symmetric stretching). The dissociation energy at each field
strength is smaller than the corresponding one in the neutral
case, but still as large as 5.5 eVeét) = 0.1 au for the MCSCF
calculation (-7 eV for CI). While ionization is expected to occur
arounde(t) = 0.1 au, the bond stretching will be small at this
strength.

We have also examined the bending motion by calculating
the 2D potential surfaces of the lowest two adiabatic states
(connected with close lyingB, and?A, states at zero field) at
various field strengths. The 2D surfaces of the lowest adiabatic
state ate(t) = 0 and 0.1 au are shown in Figure 7 (the lowest
adiabatic state is connected wit, at zero field). The potential
curvature of C@" with 0 is smaller than that of C© Around
Re~ 1.2 A, the calculated frequency for the bending mode of
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Figure 8. Charges on the three atoms in the lowest singlet state of
linear CQ?" as functions of GO distanceR (under symmetric
stretching). The notations are the same as in Figure 1.

CO," at zero field is’/iths as large as that of GOthe mean
amplitude for bending motion increases onlw0/7 ~ 1.2
times as going from Coto CO,*.

AroundRe, the shape of the potential surface changes only a

little up toe(t) = 0.1 au, indicating that large amplitude bending
motion is not induced by such a field. The lowest two adiabatic
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Figure 9. Potential surfaces of the lowest singlet state of lineap*CO

at three field strengths (under symmetric stretching). Bond stretching
occurs at field strengths that are weaker than the strength0.18 au
required for tunnel ionization.

(~0.2 au) are required to create the ionic structure favorable
for tunnel ionization, OCTO2*.

Direct ionization from G*C*O™ may be possible. We have
solved the time-dependent S¢tiager equation for a 3D linear
Hs?t at Ry—y ~ 1.2 A designed after C®" atR ~ 1.2 A.

states have nearly the same adiabatic potential surface (aroundunnel ionization proceeds via®tH*H"; the field strength

the potential minimum, the difference is less than 0.5 eV).

For CG and CQ™, in the ionization stage, the internuclear
distanceR is small: electron transfer will occur adiabatically
in the time-dependent lowest adiabatic state (for,GQhe

required for tunnel ionization is found to be about 0.2 au. We
hence conclude that tunnel ionization of £0at its equilibrium
internuclear distance requires at least a field strength, of
0.18 au.

lowest two states may be involved), as has been assumed above. The potential surface of linear G& in the lowest singlet

The probabilities of nonadiabatic transitions to the other
adiabatic states are expected to be small.
(iii) CO 22, In the subsequent stage of the ionization o,CO

state (connected withAq at zero field) is presented in Figure 9
for three field strengths. As shown by the MCSCF result, the
dissociation energy is as small a®.5 eV ate(t) = 0.1 au.

one must consider at least the lowest three adiabatic states offhe potential surface becomes dissociativee{ty > 0.11 au.

CO,2*, the ground triplet state connected with fily state at

The bond of C@" is stretched at field strengths 0-10.18

zero field and the nearly degenerate lowest singlet statesau, which do not cause tunnel ionization né&ar

connected with’A; and 'B; at zero field {Ay at a linear
geometry). The energy difference betwéén and3®B; at zero
field is small as~1.5 eV near the equilibrium geometri(~
1.2 A and@ = 18¢°) and the potential surfaces of the lowest

In Figure 10, we show 2D potential surfaces of the lowest
singlet adiabatic state of G& for three field strengths: (a)
€(t) =0, (b) 0.1, and (c) 0.2 au. These three potential surfaces,
which are adiabatically connected with; at zero field, are

three states have nearly the same shape, irrespective of the fiel@alculated by the CI method. Arouid = 1.2 A, the calculated
strength. Considering the strong intensity of the laser field, the frequency for the bending mode of GO at zero field is%10-

difference of~1.5 eV is not decisive in nuclear dynamics. The
discussion below applies to both singlet and triplet cases.

ths as large as that of GOthe mean amplitude for bending
motion increases only ¥/0.6 ~ 1.3 times on going from C9

The charges on the three atoms in the lowest singlet state ofto CO,?". The experimentally observed large amplitude bending

linear CQ2* (connected withtAq at zero field) are plotted in
Figure 8. The charge distribution for the ground triplet state is
nearly identical with that in Figure 8. Two positive charges in
CO2" are nearly equally distributed among the three atoms.
We therefore consider three configuratiorfs ©O*, O*C*tQP*,

and O'C®O". An ionic structure favorable for tunnel ionization
is the O CTO?" created from @' CTO". The field strength
required for this crossing estimated by eq Zds= 0.18 au at
R~ 1.2 A, which is expected to be the minimum intensity for
tunnel ionization. As shown in Figure 8, neRy; the charge of
the O atom in the descending well is nearly zere(@t= 0.1

au (see the MCSCF value); the main structure(gt= 0.1 au

is O°*CTO*. In the intensity region up te(t) ~ 0.1 au, the
electron transfer corresponds to the transition froCOO0"

to O°*C+tO™ (the energy of the latter structure is always lower
than the former one whedft) > 0). Much higher field strengths

motion cannot be simply attributed to the structure change
between C@and CQ?" at zero field.

As mentioned in the subsection on 0 R were fixed,
bending would be more hindered by an electric field. However,
for field strengths>0.11 au, the bond stretches. Figure 10c
demonstrates that an isoenergy contour line does not make a
half-circle as in Figure 4. Along isoenergy contour lines starting
from the equilibrium structure, the nuclear wave packet spreads.
A typical case is indicated in Figure 10c by the stream of arrows,
which determines the maximum amplitude for the instantaneous
potential. Another important factor that increases the bending
amplitude asR increases comes from the fact that the potential
at zero field is very flat again®t for R > 1.5 A, as shown in
Figure 10a. When the absolute value of the field strength is
large and when it is small, the amplitude of bending motion on
an instantaneous potential hence becomes larger in theRarge
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Fi_gure 10. 2D Po_tential surfaces of the lowest singlet state (connected Figure 11. 2D Potential surfaces of the ground triplet state of,&0
with *A; at zero field) of CG** at (a)e(t) = 0, (b) 0.1, and (c) 0.2au  at (a)e(t) = 0, (b) 0.1, and (c) 0.2 au calculated by the Cl method. The
calculated by the Cl method. The heights of contour lines are indicated triplet state potential surface is lower in absolute energy than the lowest
in units of eV. As shown in Panel (c), when the absolute value of the singlet state by~1.5 eV.

field strength is large, the bending motion becomes less hindergd as

increases. A typical 2D motion is indicated by the stream of arrows. ; - _
The potential at zero field is very flat agairtstor R > 1.5 A as shown _adlabatlc_ally from O to O even ne&= 1.8 A because of the
intervention of the C atom.

in Panel (a), which also increases the bending amplitudirsreases. . o
In the neutral and monocation stages of£J@nization occurs

region. We thus expect that bond stretching triggers a large before the field intensity becomes large enough to deform the
amplitude bending motion, as observed experimentally. molecule. In the dication stage, laser-induced bond stretching
2D adiabatic potential surfaces of the ground triplet state of is accompanied by large amplitude bending motion, which is
CO,2* are shown in Figure 11. Comparing Figures 10 and 11, responsible for the observed geometrical structure of Coulomb
one finds that the difference in potential shape between the explosion species C&', namely, that the €0 bond length is
ground triplet state and the lowest two singlet states is small. stre’;ched to about 1.6 A with a large mean amplitude of bending
The nuclear wave packet dynamics on the ground triplet state motion.
is expected to be nearly the same as those on the lowest two
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reliable MCSCF case than in the Cl case. Ro= 1.8 A and Advanced Material Control Techniques and by a grant-in-aid
€(t) = 0.2 au, the difference in the angle depende@isecR- for scientific research from the Ministry of Education, Science,
le(®)|[1 — sin(0/2)] between the MCSCF and CI potentials is and Culture, Japan (12640484). We express our appreciation
1-1.5 eV atd = 12C°. Although the bending amplitude in the to Professor K. Yamanouchi and Professor A. Hishikawa for
MCSCEF potential is probably smaller than in the CI potential, discussion of their work. H.K. thanks Professor T. T. Nguen-
the difference between the two potentials does not change theDang for discussions on molecular orbitals in intense laser fields.
present qualitative discussion.

The value ofe; decreases with increasiiy For instanceg. References and Notes
= 0.14 au atR ~ 1.8 A As R increases, the. attractive force (1) Lin, S. H.; Fujimura, Y.; Neusser, H. J.; Schlag, E. Multiphoton
due to the distant nuclei Cand G in the ionic structure Spectroscopy of MoleculeAcademic Press: London, 1984.
O C*t0?* becomes weaker against an electron in Once an (2) Gavrila, M., Ed. Atoms in Intense Fields;Academic Press:
P : NewYork, 1992.
+0O)2+ !
ionic component of OCTO%" is created at larg® when the (3) Eberly, J. H.. Javanainen, J.. RzazewskiPkKys. Repl991 204

field intensity reaches,, ionization therefore occurs at a high 331, Lewenstein, M.: Kulander, K. C.; Schafer, K. J.: Bucksbaum, P. H.
probability. There is a possibility that wheR is large the Phys. Re. A 1995 51, 1495.

; . ; (4) Keldysh, L. V.Sa. Phys. JETPL965 20, 1307. Faisal, F. H. M.
population of the ionic component created is smaller than the 3. Phys. BL973 6, 89, Augst, 5. Meyerhofer. . D.- Strickland, D. Chin,

value expected for the adiabatic electron transfer between theg | 3 opt. Soc. Am. B991 8, '858. Ammosov, M. V. Delone, N. B.:
O atoms. We, however, expect that an electron transfersKrainov V. P.Sa. Phys. JETPL986 64, 1191.



5636 J. Phys. Chem. A, Vol. 105, No. 23, 2001

(5) Krainov, V. P.; Reiss, H. R.; Smirnov, B. NRadiative Processes
in Atomic PhysicsWiley: New York, 1997.

(6) Posthumus, J. H.; Giles, A. J.; Thompson, M. R.; CodlingJK.
Phys. B1996 29, 5811. Constant E.; Stapelfelt, H.; Corkum, P.FBys.
Rev. Lett.1996 76, 4140. Codling, K.; Frasinski, L. J. Phys. BL993 26,
783. Schmidt, M.; Normand, D.; CornaggiaRhys. Re. A1994 50, 5037.

(7) Kou, J.; et alJ. Chem. Phys200Q 112, 5012.

(8) Sanderson, J. H.; El-Zein, A.; Bryan, W. A.; Newell, W. R.;
Langley, A. J.; Taday, P. FPhys. Re. A 1999 59, R2567.

(9) Hishikawa, A.; lwamae, A.; Yamanouchi, K. Chem. Physl999
111, 8871.

(10) Cornaggia, CPhys. Re. A 1993 54, R2555.

(11) Hishikawa, A.; lwamae, A.; Yamanouchi, Rhys. Re. Lett. 1999
83, 1127.

(12) Ledingham, K. W. D.; et alJ. Phys. Chem. A998 102, 3002.

(13) Zuo, T.; Bandrauk, A. DPhys. Re. A 1993 48, 3837;1995 52,
R2511.

(14) Seidemann, T.; lvanov, M. Y.; Corkum, P.Bhys. Re. Lett.1995
75, 2819.

(15) Bandrauk, A. DComments At. Mol. Phy& 1999 1, 97.

(16) Yu, H.; Zuo, T.; Bandrauk, A. DPhys. Re. A 1996 54, 3290.

(17) Harumiya, K.; Kawata, |.; Kono, H.; Fujimura, ¥. Chem. Phys.
200Q 113 8953.

(18) (a) Kawata, I.; Kono, H.; Fujimura, Y. Chem. Phys1999 110
11152. Kawata, I.; H. Kono; Fujimura, YChem. Phys. Lettl998 289
546. (b) Kono, H.; Kawata, I. IMdvances in Multi-Photon Processes and
SpectroscogyGordon, R. J.; Fujimura, Y. Eds.; World Scientific: Sin-
gapore, 2001; Vol. 14, p 165.

(19) Mittleman, M. H. Introduction to the Theory of Laser-Atom
Interactions 2nd ed.; Prenum: New York, 1993.

(20) zavriyev, A.; Bucksbaum, P. H.; Squier, J.; SalinePRys. Re.
Lett. 1993 70, 1077.

(21) Walsh, T. D. G.; llkov, F. A.; Chin, S. L.; Ceauneuf, F.; Nguyen-
Dang, T.-T.; Chelkowski, S.; Bandrauk, A. D.; Atabek, Bhys. Re. A
1998 58, 3922. Nguyen-Dang, T.-T.; Cteauneuf, F.; Manoli, S.; Atabek,
O.; Keller, A. Phys. Re. A 1997, 56, 2142.

(22) Bandrauk, A. DMolecules in Intense Laser FieldM. Dekker:
New York, 1994; Chapters-13.

(23) Dietrich, P.; lvanov, M. Yu.; llkov, F. A.; Corkum, P. B2hys.
Rev. Lett. 1996 77, 4150.

Kono et al.

(24) Schmidt, M. W.; Baldridge, K. K.; Boatz, J. A.; Elbert, S. T,;
Gordon, M. S.; Jensen, J. H.; Koseki, S.; Matsunaga, N.; Nguyen, K. A;;
Su, S.; Windus, T. L.; Dupuis, M.; Montgomery, J. A., JrComput. Chem.
1993 14, 1347-1363.

(25) DeWitt, M. J.; Levis, R. JPhys. Re. Lett.1998 81, 5101. DeWitt,

M. J.; Levis, R. JJ. Chem. Phys1998 108 7739.

(26) Kawata, I.; Kono, H.; Fujimura, Y.; Bandrauk, A. Bhys. Re. A
200Q 62, 031401(R). Kawata, |.; Bandrauk, A. D.; Kono, H.; Fujimura, Y.
Laser Phys2001, 11, 188.

(27) Gibson, G. N.; Li, M.; Guo, C.; Nibarger, J. Phys. Re. A 1998
58, 4723.

(28) Bandrauk, A. D. IThe Physics of Electronic and Atomic Collisipns
Itikawa, Y., et al., Eds.; AIP Conf. Proc. 500; AIP: New York, 1999; p
102.

(29) Kono, H.; Kita, A.; Ohtsuki, Y.; Fujimura, YJ. Comput. Phys.
1997, 130, 148.

(30) Kawata, I.; Kono, HJ. Chem. Phys1999 111, 9498.

(31) Mulliken, R. S.J. Chem. Phys1939 7, 20.

(32) lonization rates of bt in static fields, as well as adiabatic energies,
have been calculated by complex scaling methods. See, e.g.: Mulyukov,
Z.; Pont, M.; Shakeshaft, RPhys. Re. A 1996 54, 4299. Plummer, M.;
McCann, J. FJ. Phys. B1996 29, 4625.

(33) Kawata, I.; Kono, H.; Fujimura, Y. To be published.

(34) Saenz, APhys. Re. A 2000 61, 051402 (R).

(35) Wolniewicz, L.J. Chem. Phys1993 99, 1851.

(36) (a) Ruedenberg, K.; Schmidt, M. W.; Dombek, M. M.; Elbert, S.
T. Chem. Phys1982 71, 41, 51, 65. (b) Schmidt, M. W.; Gordon, M. S.
Annu. Re. Phys. Chem1998 49, 233.

(37) Krishnan, R.; Binkley, J. S.; Seeger, R.; Pople, J.AChem. Phys.
198Q 72, 650. The orbital exponents of the polarization d functions for C
and O are 0.626 and 1.292, respectively; the sp exponents of diffuse
functions are set to 0.0438 (C) and 0.0845 (O).

(38) Friedrich, B.; Herschbach, Phys. Re. Lett. 1995 74, 4623.
Larsen, J. J.; Sakai, H.; Safvan, C. P.; Wendt-Larsen, Ida; Stapelfeldt, H.
J. Chem. Phys1999 111, 7774.

(39) Schmidt, M.; Dobosz, S.; Meynadier, P.; D’'Oliveira, P.; Normand,
D.; Charron, E.; Suzor-Weiner, Rhys. Re. A 1999 60, 4706.

(40) Yu, H.; Bandrauk, A. DPhys. Re. A 1997, 56, 685.



